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1 Introduction

A cognitive approach to language asks both representational and computational
questions. Our aim in our recent work, summarized in The Grammatical Basis

of Linguistic Performance- - is to discover both what our knowledge of language
is- a question about representation -- and how that knowledge is put to use--a
question about computation. We argued- and we'll reinforce that argument
here- -that we can gain a deeper understanding of why natural languages are
built the way they are by considering how the problems of efficient parsing
and learning connect to the representation of grammars. We showed that if
one is willing to niake a few strong but natural assumptions about constraints
on hunan parsing abilities and how granmars are used as parsers, then one
c cui show, in part, why locality constraints like Subjacency must be a part of
grzimmatical descriptions. Our assumptions were these:

s Parsing is deterministic, in the sense that once information about the
structure of a sentence is written down, it is never retracted. This meas
that the information about a sentence is monotonically preserved during
analysis.

* Grammatical representations are embedded directly into parsers, without
intervening derived predicates or multiplied-out rule systems. This is an
assumption of transparency (Bexwick arid Weinberg 1984).

" The human brain is finite."€

The assumptions about determinism and transparency are strong, but, as
we'll see, natural. They are meant to be. Our explanatory punch works in
direct proportion to the strength of the constraints: if we adopt a system where
anything goes, then we cannot explain why languages are built one way rather
thani another.

Naturally - and fortunately- this leaves the system of assumptions open to
refutation. In a recent article to appear in Language and Cognitive Processes
(1985), .anct Fodor takes issue with both the linguistic details behind the the-

ory of grammar we adopt and with the amsumptions of nionotonicity and trans-
parency. We believe that each of these criticisnis falls short, mid we'll survey
just what Fodor says as well as our own position, but before launching into aedrs.

bill or particulars, its worthwhile to step back and survey the approach Fodor
• implicitly endorses.

There's a style of theory construction in A.I. that might be dubbed "univer-
sal simulation." The idea is to adopt the weakest possible set of assumptions hAooslsml Yo
about a computational process, for fear of being wrong. A lampoon version NTIS Oh&

goc "mething like this: (i) every cognitive process i- a colpntatioal Pr DTIC fV 13
cuss; (ii) Turing naachines can smnmulate any computational process; so (iii) I'd Unmamnom
better adopt a Turing machine ems a t odel of this cognitive proces, because Just flot on
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otherwise I may miss something. That' slier hyperlmie, of course, but somt-
thing disturbingly close to this lies behind the enlbrace o nondetermnism as
a central feature of parsing models. The problem, as we specifically observe
in our book mid as Foxor echoes, is that since nondeteriuinistic computation
subsumes deterministic computation, one can always sniulate the effect of the

determiistic assumption simply by making the cost of nondetermiism very
high. What Fodor fails to njote is the flip side to this point: one can always
get the functional effect of recovery from failed deteriinism, such as garden

paths, by adding recovery l)rocedures to deterministic parsers. So why all the
fuss? Don't these two apparently opposed camps just merge into a gray middle

ground?
The difference is one of point of view and methodological stance. Forcing

an essentially nonIeterministic procedure to be deterministic by adding cost

to backup violates the spirit of nondetenuinistic computation precisely in the
.mne way that arbitrary backtracking would violate the spirit of determinism.
We prefer to make the stronger--and more refutable -hypotheses about trans-
parency mid determinism. We'd argue that recovery from garden paths and
near garden paths need not cause a deterministic parser to throw up its hands,
but invokes quite particular, non-aA! hoc reconstruction procedures that use the
infornmation built up about the parse in a dterministic wal. More about that
later. The important point here is that we adopt the determinism requirement
as a basic article - a "leading idea," to be weakened only under duress and in

% quite limited, particular cases. In contrast, based on the same evidence, Fodor
adopts nondeterminism as a leading idea. These different positions lead to quite

different ways of thinking about parsing. For somene who endorses nondeter-
minism, the hard part isn't figuring out how pIrsing gets done --that's easier,
because we have more mnachinery at our disposal the hard part is figuring out

what the constraint-s are and how to naturally euforce them. We mist now be
able to say why parsing isn't done some other way that is just as easy to en-
code using the extra machinery of nondeternini.m. Plainly the burden of proof
her(. falls on Fodor's shoulders; her position is the weaker one. One example

* of :his point should suffice. Fodor argues that adding an extra memory cell or
its Iumictional equivalent to a trmsition network parser (e.g., a hold cell) makes
parsilg easy. Therefore, she concludes, it should be added. More strikingly,
she comments: "Blerwick] and Wieinherg] simply have to stipulate that their

parser has no such facility." (page 50; our emphasis). But since when does
one have to stipulate the nonezistence of additional machinery? As Marcus

(1980:146) says ou this point, "What demands explanation and motivation is

why a given facility is included in the model .... Thus, there is no reason to
explain why a mUechanisna of only limited power has been implemented if it can

be shown that it is enough to the job that is required.' What is more, by stick-

ing to more restricted machinery, we can actually explain some of the structural
characteristics of natural languages.
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Of course our Ieatling idea may be incorrect. Then we will be led, regret-
tably, to nondeterininism, to nontransparency, lnd perhaps beyond. We say
regrettably, l)ecause then we will be in a weaker position. Once the Pandora's
box of unlimited noudeterininistic computation is opened, we can nail it shut
only by inporting constraiuts froni other domains. Again, this may be possible;
we cannot rule it out. Fodor hints at constraints on granmmar size having to
do with lparsing/leari ability - but we'll nee these arguments lack support. Sim-
ply put, the search space of nondetcrmninisAtically- and nontransparently-based
theories i mluch vastcr. We prefer to start with the muich smaller world of

• "determinism wi] work outwards.
We were well aware of this difficulty in our book. That's why we took great

pItin-s to distinguish between two versions of nondetrmininm: (1) "true" nonde-
tcrminismn in parsing, where all interlretatiois are carried along sinultaneously;
aud (2) "icktracking" moidetermiinism, where all nonudeterninistic dternatives
are explored one at a time. We carefully observed that our functional argu-
mnets bifurcating deterministic and nondeterministic parsing applied only to
true nondetermini.n. By thinking about this contrast, we were led to quite
specific predictions about locality constraints in natural laiguages- predictions
that are, as we show in our book and as we'll underscore below, con6rmed.

This much said, we can turn to Fodor's particular objections. As we noted
earlicr, they fall into two parts: objections to our predictions about which con-
structions will obey Subjacency and which will not; and objections to our three
key asmumptions. As to the first set of objections, we'll see that while Fodor's
more refined observations about what constructions obey Sulbjacency and what
ones do not ar correct, they in fact support our "leading idea" of determinism.

*. The second set of objections center on the assumptions of determinism and its
relationship to efficient parsability, our "modular" parser design and the di-
rect embedding of grammatical representations in the parser, and the restricted
space for writing down grammatical operations.

2 Determinism makes the right grammatical
predictions

Turning first to the grammiatical predications of our model, Fodor's interest-
ing critique argues that our approach is both too strong and too weak. It is
too strong in that our apl)proachl predicts parasitic gaps to be subject to Subja-
cency. This is because their deterministic detection requires scanning the left
context. 1 Nonetheless, we claimed that the distribution of these categories was

1To show this, Fodor cites exiaple where in order to know whether an adjunct clause with
sui amzbigiou verb cai taklte a parasitic gap object, we must we whether the matrix clause
contains it th clement in COMP. The relevant examples are contrasted in (a) and (b):

(a) What did you cook without eating?

3-.. .. .



not governed by Subjacency.
Further, our approach is too weak beause it cannot distinguish a subset

of gapping constructions that Fodor shows obey locality front a claw that does
not.

2

First, we will show that Fodor's criticisms, while correct, deal with non-
crucial assumptions of our analysis. The assmnptions that replace them are
hilly compatible with our theory and the data cited by Fodor actually support
our analysis in interesting ways.3

2.1 Parasitic gaps

The inost important thing to notice about our claim that parasitic gaps are not
subj ct to Subjacency is that it is false. Choausky (clas lectures, 1984) provides
the following examples showing that thee constructions are in fact subject to
this constraint:

1. Who, did your read a book about ej to e,?

2. Which man, did you interview e without reading up on ej?

*3. Which mani did you interview ei without reading [NP [the filcjj [s you

" made ej on ei]]?

In (1), both gaps are subjacent both from the complementizer, and front each'gap
other. This is shown by both (4) and (5), where overt movement from both the

p. parasitic and regular gap positions is acceptable.

4. Whoi did you read a book about e.

5. Whoi did you read the book (that Mary bought yesterday) to er.

(h) Can yM watch TV without eating?

In the second example, ctiang is unambiguously an intransitive verb, because there is no
movement in the nmatrix clause.

-'.efore turning to these specific cames, let us dispense with one of Fodor's more general
criticisms; namely. since the solution adopted does not solve all cjws' of parsing ambiguity,
it in dubious from the evolutionary per"pective. In fact, this kind of compnoniae is typical
of what one finds in natural selection. The evolutionary literature abounds with cais
where selection has opted for solutions that either solve part of an evolutionary problem
or created other prodem. (See footnote 10 of Berwick ad Wcinberg 1982.) Indeed
Gould (1083) cautions its against adaptationists who theorized *a world of perfect design,
not mnh different from that 'coucoted' by 8thi century natural theologians who 'proved'
God's existence by the perfect rchitecture of organilns ... we do not inhalit a perfected
world where natural Wslcetion rithlesly scrutinises all organic structurcs and then molds
thrin for optimal utility. (1083:155 150).

3 The following is a very condensed version of Weinberg (forthcoming).

.44
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Choinscy uses the contrast in (2) wit] (3) to argue that parasitic gape are

bound to e1111 )y operators mid are hli only if they are sulbjacent to these
e operators. Tht-se empty operators are interpreted as miarks of predication and

so mut appe'ar at the head of time aiuijunet clause.4 Put in terms of our parsing
model, we can ise the presence of the overt operator to signal thei presencre of the
"real" gal). The placemnent of the empty operator is governed by the independent

Jprinlcipkes of X bindinig. Thme presence of the empty operator, in turn, can be
used to signal thme presence of the parasitic gap, if it is ill ia sulbjaent positionl.
i addition, "housicy assumes that the theory of governmtent interacts with
the theory of boiudig int that only ungoverned nodes count for bounding.
Therefore, we will assune that the emp~ty olmrator is subjacent to the real

* oIperator.' This analysis predicts that (3) is had because, ast a sign of predication
between the relative clause mid the head of tihe commplex NP, the empty operator
iside this relative nmust be bound to (coindexed with) the hlead. Coindexing
the parasitic gap to this operator its well will result in all ill-forined structure,
because quantifiers cannot be bound to two variables, als in (6). Neither the overt
op~erator at the head of the sentence, nor the empty operator at the head of the

4Alternatively, following Aoun ajid (lark (1085), we can claim that empty operators count
as A aniaphors and tio obey the loality conditions that apply to this class. See Weinberg
(forthcoming) and Amn, Hornstein, Lightfoot, anid Weinbe~rg (forthcoming) for details.

Thscontrasts with Chorosky (1982) where parasitic gaps are considered underlying PROs.
1Jy (1083) provides independent arguments showing thin account of tile distribution of

*'icgaps in inadequate becanse it relics on the so-called functional definition of empty
,..ories. In addition, the earlier analysis would obviotisly not predict the observed disti-

tuitiolt of the data, since PRO* are typically not bound by operators, entpty or otherwise.
6 Chomauky must argue that all ungoverned nodes (not just NP or S) are bounding with
respect to Subjacency. This is because he wants to rule out direct movement; from an
adjunct an in (a)-

(a) "Which article did John read a book before BUlin

In order to rule this out using Subjacency, he must claim that both PP and 3 count an
bounding nodes. Mort-over, he ,,ma use Subjacency to rule these case out, because this
is the only 8-structure condition available to him andi the bouinding constraint in these

-F construictions is an 8-structure phenomenon, an shown by the grammnaticality of (b):

(b) Who read a book before filing which article?

In Weinbe-rg (forthcoming) anid in Wahl (forthcoming) it is argued that the requirement
of lexical proper goverrnet in Chonwdcy's ECP actually applies a the level of phonetic form
(PF). This allowsx us to rule out a case like (a) by claiiiingthat the trace in the COMP of
the adjunct is not properly governed, as shown in the structure (c):

(c) *I Which articles [did John read] a book lbefore IS e, [PRO filing e,.JJJJ

Therefore, we canl maintain the position that only S and NP count for the bound-
ing system. Thus the empty operator is subjacent to the real operator in parasitic gap
constructions.



adjunct ae subjacent to the gap, md so they cannot license it. Therefore this
strcture iA ruled out. This contrasts with (2), where every trace is suubjacent

"r to the operator that licenses it, as shown in (7).

*6. Which [ani [s did you [vi' interview eil][pp without [OP2j [s PRO

reading [NP the fhlei Is' OPi [s that you made onj eI]]]]]

7. Whoi [s did you [vP interview ei][pp without [s' OPi [PRO rcading up... on e,]l]]':
Th -s in fact, F tor is correct in claining that our analysis should predict that

-ritic gaps are governcd by Subjacency wid we were mistakeu when we
clawatd in our book that it did not. But we were all incorrect in believing
tha ,, constraint did not hold. Assuming that we can show that the creation
of empty operators causes no problems for at deterministic system, we can use
their presence to license paraisitic gaps in the appropriate structures. Thus we
can make the parsing model predict the properties of this construction in a
straightforward mid independently motivated way. It is important to note at
this point that we art not changing assuniptions in at ad hoc way simply to
model the facts. The problem with our first attempt was that we did not follow
the logic of our predictions clearly. The model actually predicts that parasitic
gaps should be governed by Subjacency, as Fodor notes in her article. In the
next section, we will show that the model is non-ad hoc in other ways, in that it

or sonething like this model is needed to solve a general parsing problem that
is independent of the determinism issue.'

In this section, we prcsent an algorithm to create empty operators that is
also compatible with a deterministic approach. Note that, the case of empty

-,'rs in adjuncts is, similar to the case of factive Noun Phrases cited by
:it her criticism of Marcus. As in factives, the presence of the overt

operator makes parasitic gaps possible in adjunct positions, but it does not
make them obligatory in these structures. Consider (8)- (10).

8. Who did you meet without greeting.

9. Who did you meet without greeting him.

10. Who did you meet without clearing the rendezvous with security.

In a case like (8), the parser must place ai empty operator in the comple-
mentizer of the mjunct phras, in order to bind the empty paritic object of the
verb grectiug. In (9) and (10) by contrist, we do not want to place an empty
operator in this positiona, because there is mao larasitic gap in the adjunct for
the operator to bind.7 Iti (9) the parasitic gap is filled by a pronoun and in (1),

71f these operators are available at nJl stages of comprehension then the fact that the empty

operator haa uo variable to bind Yhaold make the seutence as ad as (a):

6
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there is no corresponding gap position at all. Because of the possibility of suc-
cessive cy - movement however, the parasitic gap can be indefinitely far away
oil the si. .cc from the empty operator position. A deterministic parser with
limited lookahead will not be able to wait for the disanibiguating right context.8
Therefore, there will be certain cases it will incorrectly place an empty operator
ii tile adjunct's COMP.

Fodor iuplies that these facts pose a problem solely for deteruninistic parser,

suggesting that a nondeterininistic solution is called for. In fact, the determin-
Sistic/nondeterninistic issue is beside the point. If the distinction is between

a deterministic parser and a nondeterninistic parser that backtracks (Fodor's
choice), then both will have problems bc'ause they both at least superficially

predict that such cases cause people to have noticeable difficulties in compre-
hending these sorts of sentences. But none of (8) (10) are difficult to under-
stand.

The nondeterministic parsers with backtracking that Fodor cites divide cases
of possible parser error into three types:

(a) Cases that are locally ambiguous but cause the parser no difficulty. Here
it is clained that either the backtracking needed to transform an incorrect
false start into a correct analysis is so minor that it is not associated with a
computational cost, or that these parsers use an exact alog of a deterministic
parser's local )uffer solution and thus always make the right choice. Some
examples of this kind of case are given in (11).

I. John believes Bill.

I lb. John believes Bill is a fool.

Even if the parser mistakenly hypothesi.ed that the subject of the embedded
infinitival was the direct object of the verb believe, the backtracking needed to
insert the infinitival S marker between it and verb is minor and a nondeter-
niiuistic parser might be able to correct its mistake in a way that is relatively

". cost-free.0

In contrast, there are cases that require more extensive backtracking over
essentially unbounded distances. These cases can be divided into two types.

(b) Cases for which people register a strong preference for one of the possible
analiPses (even whei pragmatic biasing points to tile other choice, but where

(a) Who did John meet Mary?

OThe requirement that looklijead be fin/fed is crucial because, as Marcus (1080) notes, a
deterministic parser with unlindtd lookahead could well turn out to be able to simnulate a
nondeteruninistic niachine.

'Note that this is true even for a deterninistic parser, since we need only add a new piece
of infornation. See the next sectiou for a related example.

ZZ Zo .



both readings are eventually available). An example of this case is shown in
(12), where, as Fodor mentions, there is an initial preferce for the reading
where who is taken to be the subject of an embedded clause.

12. Whoi (lid the little girl beg to sing those stupid French songs (for) ej?

(c) Cases of conscious garden paths where one reading is difficult. These are
ca.", where the alternative has to be pointed out, even if it is the only reading
resulting in a granunatical sentence. These include tine classic sentences as in
(13):

13. The horse raced past the barn fell.

The procesing load here might be compatible with a backtracking approach
if it is 4sunied that backtracking over long distances is computational costly.
(It can often be difficult to asses. these effects ii: a .1cktrackinng model; see the
next section.) The extra burden imposed by true garden paths is a complex
effect that is partly lexical, partly structural, and exacerbated by distance (in
terms of number of alternative, but unconsidered pathways).

Cas's like (8) (10) cause problems for the ba.wktracking approach because
they break the association between the extent of backtracking necessary to cor-
rect false starts and perceived sentence complexity. None of the examples in
(8)- (10) produce processing comnplexity. This shows that there is not even i
preference for adljnmcts with or without parasitic gaps. Whatever the first hy-
pothesis of the (deterministic or backtracking) parser- whether it inserts an
empty operator in the adjinict's compemnfizer or not - one of the structures
is incorrectly predicted to be difficult to process because of extensive backtrack-

ing from the site of the dis nibiguating parasitic gap or end of the adjunct
,te! .d to correct the mistake. (14a) and (141)) show that no extra processing
VWP -,,xity is observed even in cases where tine disanbigutating right context is
very htr away from the point where the decision abont whether to insert an
empty operator must be made.

14a. Who did you search for without telling Sue to convince Bill to ask

Harry to come with you?

141). Who (lid you search for without telling Bill to ask Sue to inform
Harry that you would meet?

It seems then that these kind of sentences are problems for both deterministic
and nondeterminiistic (backtracking) parsers. We could solve theni if we comdd
design an algorithm in which the semantic co iponent simply didn't interpret
empty operators unless they were eventually bound to elenemts in argument

positions. Since these elements have no phnonetic content, if thney received no

8
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semanitic interpretat ion, it would be as if these elements never existed.10 In
that case we could insert ihe empty operator in all stentences, but we would be
sure to be right because ul nbound enlpty operator woul simply be ignored,
because it is invisible. In fact the two stage pursing niodel discusst-d in our book
provides just such a iechanismn.

We arguted on conceptual and psycholinguistic grounds that the natural Ian-
guage processor was a two stage ln'haltisnm. The first stage dealt with tree

*. expansion anid the second dealt with ilexation. Il addition to having a dif-
ferent function, th , stcond stage worked oi a different repr, -itation. During
the first stage, the completion of a category %igialed the parser to shunt the
category's dlaughter into a L54-parate stack, which we called the Propositional
Node Stack (PNS). The intuitiot bel,'.,l this shunting was that once a cate-
gt-ry. thematic role was establisl- d front its position in the syntactic tree, the
"p. r wouldn't need to retain many of the details of syntactic structure. We

showed that elemmits ill the same c-cotimiand domain are not put in the PNS
until il categories in the (lonain are complete. This algorithm allowed the
parser to correctly cotl)ut(- c-conminmand relations between categories. This was
crucial since these relations govern the application of the binding operations
on the previously expanded tree. Pursuing the intuition that the PNS was a
representation concerned with purely senantic aspects of tile interpretation, we
placed a semantic visibility condition on the categories appearing in this com-
ponent. We clainied that to be interpreted by the seniantic component (PNS),
a category had to have semantic features. These were the features that allowed
a Noun Phrase to either denote an individual or a set of individuals or allowed
a quanltifier to delimit ia scope." Assuming a category had such features it
would be given a "referential index" and be visible in the PNS. If a category did
not intrinsically have such features, it could obtain a referential index by be-
ing linked to an element that did. 12 Give tile shunting procedure, at element
would have to be in the same c-coinmanl domain ms its antecedent in order
to receive a referential index before being shunted into the PNS. If an element
did not receive an index before shulting, it would beconme invisible and receive
no interpretation. This allowed us to provide a principled explanation for the
fiu'l that grammatical conditions specifying C-comatding altecCdents. seen to

'iAn ailernative would obviously be to coife up with an analysis that did not posit empty
operntors in these and relat.ed cases. Snch ali accMont is difficult to conceive of, because we
would adso have to account for the suhijacency effects that these constructions exhibit. By
this wt! do lint aean clloming up with an alterutive functional explanation for Subjacency
in these cases. We iusan allowing the parser (or the gramniar) to distinguish those cases
that arc graunlnatical front those that do not obey the constraint.

"'Examples of categories with intrinsic semantic features are proper Urulnes like John, pro-
notns like him uth phrases like what or which man.

12(ategoric-s that have no iutrnsic se mantic features and no can receive referential indices

only by Iilking are bound ataphorp like each other or hersey, enapty NP ami wt traces, and
certain non-wh qinntifirid expressions. See Weinberg (forthconing) for details.

9
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0.

apply only to categories with no independent referential status."t  Chonisky
(1981 and 1984 class hecture.) has suggested that amSociation with a theniatic
(theta) role is also a necessary condition on visibility for semantic interpretation
roles. We will adopt Chonisky's suggestion and state the comnbined condition
Oil Visibility as follows.

15. (Visibility Condition) To be visible in the PNS, . i clement must
be associated with a theta role (either by occupying a theta position or
binding mn elenet in a theta po.ition) and must have referential features

(features that either designate al individual or set of individuals or that
(delimit a range).

We will now show that the independently motivated shunting procedure and
visibility conditions give an account of empty operators that explains why they
call.v no processihg difficulties.

Let us recon.sider sentences (8)-(10). In (8), the parser recognizes that part
of the sentence is an adjunct phrase. This signals the possibility of a parasitic
gap in the subsequent structure. The parser therefore inserts ai empty operator
in the COMP position, as shown in (16):

16. Whoi did you meet ej without [g OPj...

If the parser subsequently finds a gap position in a subjacent domain, it can
craeatrace aund binid the operator to it, thus associating the operator with a

theta position, its in (17).

17. Who; lid you meet ej without [OP i [s greeting e1 ]]

Before shunting into the propositional node stack, the operator must locate
l an .itecedent in the c-coniniand donmain with a rrfcrential index. If it does not

finul one, then ueither it nor its trace will be interpreted, because even though
are asociated with a theta role, they are not wisociated with a category

that delinits a range. In this case the overt operator who is present ini the
c-cOiiuiimud dontain. so both the empty operator anid the trace can receive the

categorys referential index (i) and so be interpreted ini the PNS.
Conmpare this to (18). In (18) below, the parser will also detect anl adjunct.

It will not detect anl overt operator, and so no empty operator will be cre-
atcd Since there is no empty operator, no parasitic gap will be created in this
struct're.

18. Did you watch the movie without [g OPj [s eating ]]

'S4ci B, rwick usd W- io,.rg (1084, ip. 173 182) f,,r Ih. toncept ijl arguinvitte itld Wehiberg
1 (forthcfiang) ait Wiuib'rg and (arrtt (forthcouuiig) for psycholinugiuistic results and

".1.aditional cohocqu.,ci', of this approch.
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In case% like (9) and (10) above, the adjunct a11d overt operator again triggers
the creation of ani empty operator. Since there is no gap in the adjunct phrase,
the operator is not wtsociated with a theta role. Therefore, even though there is
an overt operator to link with, the empty operator does not meet the criterion
for visibility at PNS amud -o is not interpreted.1 Since empty operators are not
interpreted unless both conditions on visibility are met, a deterministic parser
can always create these categories because they can never force it to simulate
nondeterminisln either by backtracking or parallelism in order to correct for
past mistakes. Note that this Solution will only work for ermpty operators. Lex-
ically specified h'k.welts will receive a phonetic interpretation but no semantic
interpretation, a situation that will lead to unacceptalility. An empty element
with no semmantic features, however, is neither semamnticidly nor phonetically
interpreted and so simply plays no role in the interpretation of the sentence. t5

The astute reader will have noted an apparent problem creWed by this so-
lutioni. Why, one might ask, if empty categories can become invisible at later
stages of interpretation, must we cue their creation to the presence of overt op-

14 This approach will also handle empty operators in tough movement, topicalisation, relative
clauses, and the factive NPs that Fodor discusses in her criticisn of Marcus. As should be
obvious, since all these structures also involve predication between a phrase and a head,
topic, or mjective phrase,exactly the same logic applies. See Weinberg (forthcoming) for
details.

iSThroughout this account, we have assumed, contra Chomaky, that the empty operator im

subjacent ot he real operator. However, this assumptiom is not crucial, and remains to be
verified (or falsified) by somie fairly subtle empirical facts. To show this, let us assune (with
(Thonisky) that empty operators are riot in fact subjacent to real operators. Then we must
predict that. the possible presence of aui empty operator is queued solely by the presence of
the adjunct structure. So in a case like (a),

(a) Did you catch a fish without eating?

the parser coulhin't nistakenly output a structure like (b):

(b) Did you catch a fish [pp without I OP, JPRO eating eij]]

"., The empty operator and parasitic gap, having no referential indices, would disappear
from the s .iiantic component's representation. However, the case features on the parastic
gap would make it visible in PF. In fact, some speakers report an initial bias towards
treating eat as a transitive verb in these structures, and thus say that the sentence sounds
unacceptable. This bias interestingly does not cross over to structures where this verb is

not in an adjunct:

" i(c) Did you think that Harry told Mary that lie expected to eat?

SIf these sentences reflect true biases, then an algorithm based on Chomsky's definition of
Subjacency would seem nore appropriate. Such an accouut would be fully compatible with
our approach at the conceptual level. We have noted cases in our hook where, in order to

be specifiable iusing ternms licensed by the griunniar, the Subjacency condition is in some
sense *stricter" tham the parser's ntedts. Here we have a case where a parser whose rules

are written usiiag the grammnar's predicates will souetines make mistakes. The prediction

is that people will miake the ximez ztmstakes. The facts here, howeve.r, are quite subtle, and
since either 'alternative is cojihpaible with our approach, we leave the question of whether
to place the Subjacency requlirentents on the empty operator open.

.N
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crators? The cases that. mtolivated the account in the first place were those in
which tite local subcategorisatioii of at verb was indeterminate. Before positing

e all vu1nJty element after such a verbo. we claimied that we hall to make mire that
an latual operator wits present ill tile p~revioutsly jualyzed structure. However,
given our present approach, oile inight be temtpted to argue that if a verb that
cani he op~tionlally tr.nsitive turns out to b)e usedita(tvl nagvnSrc
tiure, tile gap winl 4iml]y not be issociatedli a operator and so become
invisible in the PNS. This seemis to duhlil the( mjotivation for restrictions on left

* context, crucial for tit( functionial 111otivitiOma Of ujcnyinl tilt first place..
Bilt it is Only cieniemaits with nlo phonetic features that canl escape mnaceptability
if they Lre not semiiattically interpreted. Since wh elemenuts have caser features,'6
they will he visible ill the( phonological comnpount. This makers certain pre-
(lictiolis about the applicability of Subijaceny to NP movenment. As noted in
LmAiiik and Saito (1984), all the cases where we seem to need Subjacency to rule
out unacceptable NP miovemients are actually also ruled out redunadantly by the
Emapty Category Principle. Under our approach, we predict that NP movement
shjould not be governed by Subjacency, thus ruling out this redundancy, always
a welcome result."8

Looking at the distribuition of parasitic gaps from the parsing perspective
allows uts to supplement Chousky's anialysis in important ways. It allows us
to derive the fact that parasitic gapsA must be licensed] at S-structure. That is,
we dlerive as a theorem the( fact that quantifiers and wh operators that move to
COMP or some other pre-S pOSitionL at LF do not create acceptable parasitic
gap structures, aq shown by examphles (19a) and (10b).

a* Iqa. [s You [yr [vp met whoi] [pp without greeting ei]]]

ImSe Chonisky (1981) f(or justification of this assumption.
tmt8ce Aoun and Lightfoot (1084) for discussion.

l6Sec Weinberg (fort liconniing) for details. Notec that the non-government of NP movement
by Sidbjacency n'einfinrc the point iniule in Blerwick ad& Weinb~erg (1984)- namiely, that
Subjicency governs a 3I.tura] class fromn tile parsing perlipertive. The examnple just given
shown that SubjPaceucy only governs a subset of the inovrnent constructions, tile gapping
examaple" discussed later oll in this sectioni slww that kihjacency governs at subset of the
deletion conistruictins. From a grannintida viewpotint, this is all entirely iunatural result.

'This approach alo liakes sense of witn prelhilnazy results reported by Frazicr (1984
Nels conference) and cited by Fodor inl hecr article. F.razier dainis that eye mnovenment task@
suggest that subjects try to fill gaps unsing operators that are not subijacent No them, if the
verbs governing tine gap position are strongly subcategorized for direct objects. The case
are like those in (a):

a. *Wlnatj did Ithe girl I., who won e, receive edl

G;iven our applroachi we inight claim that tine gap inside the island is created onl the haus
of the vimpty operator iln tine COMP of the rel.tiv COMP. Tile fact that subnjects seem to

a look hackt to thet overt win elcinent is compatible with our approachl if we clan that this is
thet rrsult of thle attrizipt. to0 bind this operator (aua operation "m governed by Sublacency)
to thle overt operator.

12



*19b. {E veryoiie [,.r Ivr Ii'et soIIIConiC 11rr withouit greeting eJJ]

We know independently that that parasitic gap constructions are not licit in
the real gap occurs in Subject position. 0 In addition, if our analysis is correct,
the overt operator must occur in a c-cominanding COMP. As mentioned, the
c-conimand requirement is ensured by the shunting design of the parser. If an
clement does not c-commntd a category it is mot visible to it and so cannot
be iised to create that category as we expand the parse tree. Neither the wh

• elenent, nor the quantifier in (19a) or (19b) c-commnaids the adjuncts contain-
ing the para-sitic gaps. Givni the aove account, there will be no binder to
give referential features to the empty operator in the COMPs of these adjuncts
and thus njeither they nor their traces will be interpreted in the PNS. Given
that the inpat for parsing decisions is the S-structure of the sentence, the subse-
q-ewII movement of a category to a c-commanding position at a post S-structure
level canot help the parser decide how to expand the parse tree. Our pars-
ing theory can derive both the fact that Subjacency is an S-structure property
and the Subjacent government of parasitic gaps along with their licensing at
S-structure - the central properties of the construction.

2.2 Gapping constructions

Fodor's next criticism deals with our analysis of gapping. She is correct in claim.
- - ing that our treatment does not distinguish the subset of gapping constructions

that obey bounding conditions from those that do not. As she points out, es-
cape from bounding correlates with the appearauce of an auxiliary marker in
the pregap position. (20) and (21) illustrate.

20a. Mary fishes in the ocean and Harry in the sea.

•20b. Mary fishes in the ocean and I think Harry in the sea.

21a. Mary has fished in the ocean and Harry has in the sea.

21b. Mary has fished in the ocean and I think Harry has in the sea.

T our previous analysis we claimed that bounding was expected in gapping
constructions because the complenents of the gapped verb had to be correctly
attached in the VP intenial or external position. Correct attachment depends

on the propertits of the verb. Since an overt verb is not available to direct

the parser in a gapped constituent, we predicted that deterministic attachment
of th(se complements required a look at left context (sonIC previous conjunct

"See C(homky (1082).
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containing an overt verb). Given tile usual requircement of bounded access to
this left context, the bound14 conlstraint onl these constructions followed. Since the
parser faces the samne problem in both typett of gappiung constructions, Fodor is
right in claiing that we are incorrectly led to the conclumsion that the presence
or ab~sence oif an auxiliary Marker in tile gapjicd COnStitltilit should not inflcnce
tile 1qpplicattionl of tile comuitrainit. Therefore, inl comutering thtis argument we
must show that complement attachmuent of PPs does not require access to left
context, but that there are other properties of gapping conistructions that require

a ~this access only in cases where no overt auxiliary precerdes, the gapping site.
Let' s start with the seconid p~oint first. Consider the following examples.

22. Is I consider [s Bill [yr to be a foollil

23. Is I consider [s Bill [NP a foolf]]

lIn (22) the emnbeddecd clause is an infimitival with a VP piredicate and inl (23)
it is a smnall clause with an NP predicate.20 The head of the VP predicate in
(22) can be gapped, as shown in (24).

24. ~ ~ m IsJh ci s[ RD is a FOOL) and [j' HENRY [yr [v 01 AN
IDIOTJJ]' 1

Fodor (1975) has shiownt that (24) actually involves two different deletion
rules. Main Verb Deletion eliminates the verbal be foruu and Tense Deletion
rcmaroves the associated tense. Cfist in parsing terms, thle interpretation of the
second conjunct involves expanding the parse tree with both an empty tense
niorplivinar and anl empty verb. Notc however that the surface string inl the sec-
cand coinuct is locally ambtiguous anal could be expanded s a gapped structure
or am a somall clause. If we chose the smiall clause alternative, the sentence would
be ruled out because believe does not take small clause complements, as shown
by (L'5).

*25. Is I believe Is John [Np a fool]]

The only way that we can dletermine the proper expansion of the scn
-7 conjunct in a case like (24) is by rescanning the left conjunct. Again we have

a case where a detcrminmistic tree expansion involves left context examination.

"0The "tructure Of sniad ClausesO is tile sublject of woine cotitrovermy. (.'honaky (1081) following
Stowell (1961) arguesa thait embhedde'd categories like MUl a foral ford seiiteutial comple.
mNarlts (ill this came with tile sticture 1A) IN' J011111 a totAJ). Williruns (198) argues that
theme categories do niot. frrm a couast ituit imad that they are properly anitlysed as [... INp
J011h 1l JNP A fool.... llornstein rid Lightfoot (fortacondimg) argite iugaiuist Wiflhsou's anal-
yuis .uad ill favor of a modlified versiou of time (iuisky Stowell .pproach. TMae only imnt
relevatit to this arguumxznt, however. is that tile prealicata,. of Pinll[ clausoes swe not VP.

21 We follow Fodor's commvelition of indicating thme plaemrent of heavy stresw on A word by
capitalisation.
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Given our usual logic, we must ensure that we will never have to look at an
unbounided stretch of left cont ext. Therefore, we predict that cases involving
tenlse dleletion should obey b~oundinig - vxartly what Fodor (l('isJtrt~ts. As

atdditionial e'viden(c. consider (20ia). If the p~arsaing version of tenise deletion is

governed by bounmdiung, then we prediict that the stnall clause uinaiyttis will be
the only perisi~le expanision of tile Clieided clause ill tile seconid Conjunct.

*Sire believe doe-snt take silall ciatm4swe predIict thle ulnatceptability of the
structure, in contrast with tile acceptalie (2Gb).

*26a. 1 think Fred is a fool aid Site believes John stupid.

26b. I think Fred is a fool miii Site b~elieves John is stuipid.

It. contrast, casesi that involve only main verb (deletionl will never create the
samne kind of ambiguous situatiomis. This 6s because tine presenice of an overt
auxiliary iniulllbiguouisly signals that a verb phrase must follow. One never
inds overt auxiliaries iii sniall clauises. Since tile parserM will always be right if
it expands the phrase after an overt auxiliary as all emipty headed VP, it will
niever have to scan the left conjunct. hal a case like (27) it simply uses the locally
available overt auxiliary to dccide about subsequent expansion of the tree.

?J. John lis fished in the occan and Bill has in the sea.

Since we never need to examine left context when thc auxiliary remains
in tiac surface string, we do not expect Main Verb Deletion to obfey bounding
constratints. This is inl fact what Fodor observes.

This account has another virtue. The information provided by tile left con-
text to r "olve the atubiguous caties will be available at tile titne the parse is
confronted with the anahiguous muaterial of the scotl conjunct. This contrasts
with our previoius analysis wherc, its Fodor coirrectly uotes, proper identification
of a verii's subcategorization and seiectionah properties demiands access to the
10 !!W verb of the previous conjunct. Unfortunately, our parser will have al-

- . r.~yshouted this material into tine PNS representation. Our parser shunits at
tine out(h (if c-coinand domains leaving only immedliate daughters of the corn-

pleted consituent available as iinformnation for future parsing decisions. This
is nio problemi for our new anialymis because we distinguish smnail clauses from
gapped constituents inerely by looking at previous conjuncts for tine presence of
1L tensed auxiliary. If we treat sentences as taxiimal projections of INFLection
(Chomsky 1981) ad if we assune that lexical informatiomn ab~out thle head of a
category is p~roje'ctedh from that Ineadl to its most mnazitnal projection, then the

relevant information will percolate up to tinc highest S node on the tree and

thins- le available to the parse for expansion decisionls.2
2

"2Projection to tile 1110"t Maximal proqii'tion is sPmppoedo by inoveninent of paotverbai qubjects
it, Italian. Since these elements~ occur in structures lie (a) we niust insure that the verb
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(28) INFLU
x "\

NP IIL

John IJFL VP

(+TNS) V IN La

believes 8/ NS

INFL" and INFLO
+TNS

*NP INFL' NP INFL'

I 'TNS

:FRANK INL VP HENRY NFL VP

•TNS V NP ,TNs v IP

is a fool 0 an idiot

Considcr again a structure like (24), repeated as (28), with irrelevalt details
omitted.

By the time the parser reaches the locally ambiguous second conjunct, the
first conjunct will have beett shunted to the PNS. Thus infornation contained

'-" in t],i-' conjunct will not bc available for decisions about tree expansion. This
caUSM 110o trouble because we see that the tensed character of the first conjunct
cam e r ad off tile highest INFL projection that c-commands and is boundedly
far from the INFL (INFL') of the next conjunct. If the first conjunct was a small
clatus, then the 0-inflection would also percolate up to tie maximal S node. This

is all the ihformation the parser needs to correctly eXpMand the tree of tile second
conijunct. If the previous conjunct contains a tensed or infinitival inflection, the

can transmit its features to the mzaxirnal VP in order for the trace of the postverbal Subject
to -. ti.ify the conditions on proper govcrnientt impoiksd by the ECP.
(a)

VP

VP NP

V

18
°,,.

i':

* :Z ' -°a.z?:.> a~~:.~ - ,*



p,ser expalids the conjunct as a gapped structure. If the previous conjunct
* contains a 0 ifietiou, thell the lutrser expands the aubiguous structure as a

smal clause. This analysis makes the interesting prediction that if Rs instead
of S's are conjoined. tense deletion should he unacceptable. Since 9 is not a

projection of INFL, conjunction o(f Ss would not allow percolation of information
beyond the first conjunct in a structure like (28). 23 Since expansion as a tensed
structure is conditioned by the presence of an overt auxiliary in the previous
conjunct, the par.er will not be able to apply the tense deletion rule. This is

.. confirmed by comparing (29a) and (20b), where we have conjoined S's, with
(29c) mid (29d), where we have coijoined i6.

29a. That Frazk would hit Sam ud Bill would hit Harry surprised me.

29b. That Is Bill would hit Sam] and [s Frank fINFL' (0) [vP JVO ]Harry)
surprised me]]

29c. That Frank would hit Sam and that Bill would hit Harry surprised
Ine.

*29d. [ [g That [s Frank would hit Sam] and [g that [s Bill [INFLIJvO]

H arryll surprised me.]]

As predicted, Main verb deletion can apply in both conjoined S and 9s as
shown in (30).

30a. That Frink would hit Sam alid Bill would H.arry surprised me.

30 a. That Frank would hit Sam and that Bill would Harry surprised me.

Thus this approach correctly distinguishes the two cases of gapping.
Returning to our first problem, we mmust show why the problem of complement-

vs. adjunct attachmwnt, which applims in both types of gapping, does not force
th., rser to look at left context, thus incorrectly predicting that bounding con-
str;ii,. apply to both kinds of gapping. The treatment in our book assumed
that te semantic interpretation of adjuncts and complenents proceeded in es-
sentially the sanme way, by reading off tree structure. If we assume this, then it
follows that a deterministic parser must attach PPs and other adjunct phrases
as they are attached by the grammar, in order to carry out vmantic interpre-
tation. However, this usumption is highly dubious. As Miller and Chomksy
(1963), Marcus (1980), and many others note, in certain cases, strings of adjunct
phra-es can occur in potentially unlimited configruations. Thus a mquence like
the man in the house by the river by the woods near the town can have any of
the following intepretations:

2"See Zubizarretta (1082) wrod StoweU (1081).
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[in the house][by the river [lby the woodafljiear the town].

[in the house [by the rivei'](lby the wCo&s [near the townj]

[in the house [by the river (by the woods [near the town]]]]

A parser that had to (10 senjantic inkteJretation from tree structure would
find itself in an exponenatial regress iii such cases. bi order to figure out which

* . interpretation to give the sentence, it wouldI have to compute the c'orrect syntac-
tit, structure, but in order to dit this it hiAs to compute all the possible patterns
compJatible with this string. ad then see which one it "mnies to saty." This will
caus'e an exp~onential slowdowna ini the parsing algorithm, if all treesa must be
expliritly recoustracteal. One classiic solhition prop~osedl by these auithors is that
;t.* a::ct phrases that caa be nbiguous (either between adjunct, and coniplement
readttingg or between various adjunct readings) should he parsed essentially as
flat structures. Semantic subroutines can theni come.C in later and decide between
the possible readings: it procedure that allowst us to maintain efficient parsing.

Put in the context of the gap~ping constructions, if a parsvr cananot figure ouit
where an adjunct is4 attached from the local context, it cian simaply attach it as a
flat structure to the lowes4t node in the parse tree'. Then, indIependently needed

* semiiiitic routines will give this phrase its appropriate seniantic interpretation.
Thus the attachmnent of adjunct PPs in neither type of gapp~ing can force the
parser to scana left context. Therefore, the attachment of adjunct phrase does
not incorrectly p~redict bounding effects in Main Verb Deletion.

3 Objections to basic assumptions: transparency

and determinism

3.1 What is nondeterminism?

W. *11 first antalyze the distinction between dhetermnism and nondeterininism,
an-I i ~ow Fodor views that distiiiction. Fodor makes twopons

1. A nondeterininistic parser, just like a deterininistic one, could benefit from

locality restrictions -if the cost of backiip is high.

* 2. A determrinistic par-ter cannot recover from error, and so cannot comport
with what is known about human processing of sentences.

Nondeterministic parsers do not reflect processing complexity

Let's take these points in turn. First, AS We sMid earlier, one zaaaast distingutish
between two versions of the non(Iet erininismi hypoth liesi: true noudoeterininism,

* .where all p~mssibihities are- explored in parallel; and sivtatrdl nondeternainism,
where one! posible parse is explored at a time, andi backup occurs if one line
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* of attack fails. Only the first version makes the iiondeterininistic/deterninistic
parsing distinction clearcut, and this is the one we chose for comparison. The
second version of ticndeterminisin is just like the Marcus model in that a single,
particular sequence of parsing decisions is nkade as we move through the sen-
tence, left-to-right. It is unlike a deterministic model in that revisions in that
sequence of decision are issuied to occur all the time.

Fodor does not make the clearcut choice. Instead, she opts for a determin-
istic, one-path-at-a-tinle simulation of true nondeterininisnm. This position is
quite weak. because, as Fodor notes, oine cal turn this simulation into the func-
tiona equivalent of a determnistic parse siniply by naking the cost of revising
decisions very high:

Every point that M. makes could have been made just as well within
the context of a nondeterministic parser which cared about efficiency.
(Fodor, page 18)

Imposing a cost metric on backup, then, gives us more flexibility. But is
this too much flexibility? There are three basic options. If we say that backup
costs are zero, then we have in effect the case of true nondeterminism; if we say
that backup costs are infinite, we have a Marcus model. If we make the costs
somewhere in between zero and infinite, we get a middle view.

Fodor takes this as a virtue: all bases are covered. But is this so? Do we
need at least this three-way split? If one is going to impose a constraint on a
weaker system that has the functional effect of determinism, it would seem just
as sensible to start with that constraint ill the first place: assume the machine
is deterministic, and see if the required psycholinguistic complexity options can
be obtaiii'(l this way. Cutting up the constraints this way makes a difference. A
"cost- metric is the weaker position, because we must justify the metric we use

somehow. That is, we must support both the assumption of nondeterminism
and a particular cost metric. In contrast, a deterministic machine is directly
built to a't as if backtracking costs arc very high. There is no separate cost
metric device in the Marcus parser; therefore we need not justify one. All we
need to justify is the assnml)tion of determinism, which we must do in arey case.

There could be other grounds for the flexibility allowed by a cost-metric
addition to the nomdeterministic model. In a footnote to hir paper, Fodor tries
to turn the cost-metric model to her advantage, as a way to simulate observed
human sentence processing. Fodor attempts to equate backtracking cost with
processing difficulty:

But it could very well be that that the really severe garden path sen-
tences ... are those for which all the wrong(=correct) initial chokes
are reconsidered before the one that was truly at fault. This is
where the 2" figure would approalch a realistic estimate of parsing
tine, and it would nicely account for the inordinate difficulty of these
sentraces .... Thus the striking differences that have been observed
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iii the processing difficulty Of natural language sentences are per-
fetfly conisistent with the muatheumatical rensults for noiideteriintistic

parsing with online backup.

Fodor is claiing that a gardeun path sentence such ats the horse raced past the
barn fell dilails exponential parsing time because of backup, while relatively
easier "'uogarden JUnth" senitetCes (stich as they~ told the students that John liked
that Bill would leave) do not. lBut it is easy to see that both of thes4e require
the ititi, muiolut or backtracking. The problent is that in a direct backtracking
hupemuentation, backup occurs all the timat, even ona simple senteces. For the
first sentence, a backtracking parlser unist iuiake a dlecisioni just before raced,
lbetweeulita relative claulse anuit VP. Assuming freiluency preference, it takes
the VP reading, which fatils whien fell is encountered. Now it inust backup.

W-1 isunie the last previous choice point was before that John. In fact,
tUi is not correct. In a pure backtracking parser, we would have to unwind

to all interniediate choice point-,: there might be a relative clause after barn;
there might be an NP object after raced; and so on. Finally, we arrive at the
choice at raced and can continue. If the inachine caii inspect the current word
it is scanning, two or three choice points are involved. 24 More b~acktracking
correlates with processing difficulty. Even so, such a sentence would not be
impoovibly difficult for a backtrackig pa- Scr. (And remember that it would
be pe-rfectly easy for a true nondleterininistic parser.) In fact, the backtracking
parser does not (10 exponential work on such an example.

:4 ~What of the second sentence? Fodor must climi that such a case causes
little or no back-tracking, relative to gardeni path si-ntiences. But here too, a
backtracking parser must do a lot of work: before that .John liked we call for an
embledded Sentence instead of a relative; similarly before that Bill. When we
get to would we mzust backup. First, we unwindi to that Dill and try a relative

clause reading for it. This fails. Then we backup to the next previous choice
point, and try alternative categorizations for like. Finally, we arrive at the
choice betweeni at relative and an embedded S just before that John liked. 2

11 -iodly time saine backup takesi place here its with the "real" garden path.
OfI course, there might be sonic other parsing 4chciee to get uts out of this

p~articullar (lininia. The problem is that any general scheine to manke back-
tracking easy will almost necessarily imake the garden path sentences easy as
2 4

A 'pure" ATN does not even look at the current word it is scanning in order to inake
a guess about what to do next. Bunt this nieans that even very simple sentences such as

Becareful involve extensive backtrat-king, bccauise thc mnachinec guesses that it will me a
declarative sentence. then a 4inestion, anid -wo forth. Thiis alternative would siunjply make
our pint even wo~re strongly, so we won't adopt it.

t m~ia tandard ATN technziqujes, preference for one type of phiras type rather than anothier
ran be cticotlei by ordering the arcs- tha I'cve a network xtaite. One ranu order the arc
alternatives so its to take a relative clause 1push after that, Nit thien this will he wrong And
favil to account for the jireferredl einbewcdddS reading of they told the students that John lmd

* thAt 4MV
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well. At heart, a backtracking par4er backtracks, and it is (Ilite diflictlt to use
ad hoc cost nicasures to inake it perfirm otherwise.

Deterministic parsers can recover from garden paths

Iet's now turn to the seconid point, about deterministic parsing and error recov-
cry. While Fodor wants the flexibility to simulate determinism when nteeed in
her own model. she denies flexibility for a deterministic parser to recover from
gardeni paths:

The only difference between a deterministic parser and a nonide-
teruinnistic parser is that in the forner a garde path alli&ysis is
perniaeait ill tmrepairable, while ill the latter garden paths can

(iccur ud be recovered from during the parse. (Fodor, page 18)

But again, as Fodor acknowledges in her footnote 20, this is not to deny
that there could be specialized deterministic recovery procedures for garden
path sentences, as suggested by Marcus (1980). For th ec procedures to apply,
we would of course toe the line of determinism: backup along the lines suggested
by Fodor (or in an ATN) would not be permitted. Ideally, following Marcus's
definition, the recovery procedure should only be allowed to add information
about the parse. not wipe out what has already been learned. Instead, when the
parser blocks (because no known rule applies), a recovery procedure could look
globally at the state configuration of the parser. Then, by slightly rearranging
existing subtres of the parse, the recovery procedure should simply add new
information about the sentence analysis and comie tip with the correct sentence
structure.

Interestingly enough, the Marcus design, slightly modified, provides the in-
gredients of just such a theory of garden path sentence recovery. We can only
sketch the basic idea here.

Let its cotnsider again the horse raced past the barn lfet. When a Marcus-type
pars,r fiLils on such a sentence, it is reading frl. But there is much information
ill it. maclince configuration--- its pushdown stack and input buffer--of value
for error recovery. It is possible to design a natural recovery procedure that
uses this information deterministically to build the correct output, though at
some cost. For example, in the horse raced example, one need only insert
a new S boundary between horse and raced. There is also room within an
evaluation netric of recovery to differentiate between difficult garden paths and
casy-to-alnalyze .entences with interpretations. Barton and ilerwick (1985) give
sone of the details. Contrary to what Fodor asserts, recovery is possible in a
deterministic machine.

3.2 A two-stage design?

Fodor also takes issue with our division of parsing labor into separate tree-

b-ilding and intdexing stages. Again, she makes two basic points: first, that this
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(liVisiOn iS no0t mlotiVatf-d On grounds of computational efficienicy; muid second,
a'.that this4 divisiol is 11ot Motivated by the granmar (so that we tire violating our

own assumption of trans~parency connecting granmmar mid parser). Again, we
disagree.

Consider computational efficiency. Fodor first claims that cotmputational
* reasons alone can't motivate the boundedl-context character of our parser:

Given that the efficiency results for hountdedl context-parLsing are no
better thmui for L11(k) parsing in general, the crucial iissumption that
tin' first stage of B&W's parser is a bouinded context device receives
no support from these efficiency results. (Fodor, page 41).

lt sFodor herself notes, comlfpttationlal coIKIJle ity calculations are often
relt v orpesnaim issues. If one p~icke onu other representational
formal, then certaiin coimutationial issuies can become irrelevat. For example,
if we adopt true nondetern nim, then it is not difficult to parse any sentence of
a coiitext-frec grammar, no matter how ambiguous, in timue proportional to tile
sojuar('oth grairunar size and the cube Of SenCnelnt(wcrthgam r
is mea:-utred in term-. of' the total number of grammatical symbols, like NP and
VP, not just rules. Se-e Barley (1008)).

This being so, one cannot divorce a discussion about computational effi-
ciency from representational format. We have chosenX to represent the parser's
knowledge transparently, that is, to include only those categories sanctioned -

by the graitmar. The categories of our gramnnar include only the basic lexical
prjctiolls NP. VP, PP1. mnd so onl. 2 8 Byaying that our parser works traspar-

enitly, we man that the parser's rules can only make reference to th Me literal
synIIbOls4. To put the samne point another way, transparency requires that the
only states the parser hats are the "states --i.e., the ,aortertnitial names -that
the grammnar hats. The parser canot use any dtrivord facts about the grammar;
mnor call it appeal to nonterininal symlos that do, not otherwise exist. For ex-
amiple, ftI(- parser calnnot create a neCw State in order to "reme'mber" that A Wh

-4rst a bee enountered earlier in the sentence. This wotild correspond to

at complex tiontermnal inaie suich as Wfl/NP.
it genteral, LR(k) parsiers are allowed to create such states whenever they

are neveded. These states (ini the form of a linite-stte covitrol table) encode the
set, of possible left-most derivation patternis for the given gramnmar. Since they
represenit de(rivation regularities, these states uceed not inl) ill a 1-1, fa~shion to
the nonternimil nanmes of the grattmar, anid in fact the wh sentence example
shows that int some grafoiniars time noniterininals do not match the states of the

tm0Likc tzott. syntactic theores since A apets (if the Theoryj of Syntnz, we also include traditional
* - ~agreeniruut featlures like l'ersozi, Numbier, uid Gender, an properties of lexicid projections.

- ~We explicitly do nat includle the 'shlnsl" fra9ture of (euueralizctl Plurt Strulcture Craliunar

(resulting inl CoMipjlei Categories like VP/NP). since this feature is init lxically plrojected
(V' or k-s ical iteum are specifically barred (miii having ashli"h features in GPSG).
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parsing machine." However, we have specifically barred the use of parsing
states that do not correspond to lexically projected nonerinal names. There-
fore, our approach d(oes not uimbuit the entire class of LR(k) parsers. Instead,
our parsing rules can miake reference only to grani matical symbols. There is a
ch.4 of determiniistic parsers that defines such a clasm of miwmhines, namely, the
bounded-context parsers.2 This is the parsing design we have adopted.

Fodor is correct that general coinputational grounds do not force the bounded-
context choice on us - but that is trivially so. For exaniple, if we adopted a

' more powerful device, such as a nondeterininistic device, we would not need
this strmuttire. But, adl other things being equal, it is the stronger assumniption.
Transparency is stronger, because we need not posit any entities beyond those
the grantinar already giv. us; and adl other things are equal, because in this
case 'all other things" is simply parsing efficiency ;rud an account of the psycho-
logical fiats about parsing unbounded dependencies."9 It is of course true that
a parser need not respect the representations provided by the gramnnmar. But it
is simipler to wAsunie that it does. A grammar that contains just projections of
lexical iteins is smaller, sinpler, and hence easier to learn than oiji that does
not. There's a seuse in which such a parser is completely lexically based-there
-re just projections of lexical items, and nothing more.

Fodor also argues that transparency itself does not motivate a literal bounded-
context parser, because the grnmuniar contains rules that mention variahles:"as
long as the transformational rules of the competence graumnar can contain vari-iables (explicit or implicit) we would expect parsing rules employing the same
imntalinguistic vocablary to do the sanme." She concludes that we need "an ex-
plicit prohibition against variables in the parsing rules." (Fodor, page 47). But
ag;in, there are two parts to aiy coimputational operation: the procedure itself,
and the data structure or representation it works on. In this c;ae, there are
no vaiables because there are no complex category synibols, and because the
rules of the mnuahine are finite. As Fodor notes, these are indeed "stipulations"
(page 48) one maust always assume something in argmnents about computa-
tional matters, since we don't have the luxury of neurophysiological findings.

2This transparency distinctioa also shows up in the way that LR(k) parsers are built. The
"isuid approah is to process an LR(k) gramznar to derive a finite-state control table that is

'a wtuidly used for parsing. The states of this table nced not, md usually do not, correspond
in any transparent way to individual nonterminaj nanes. Instead. in effect they stand for
theorens about derivations in a particulir granntar. By banning such nontransparency, we
are banning such preprocessing.

2"See Floyd (104). Actually, we must define an extension of the hounded-context parsers that

uses nontertainal Itiokahcad as the Marcus nutchinc does. For details, oe Berwick (1085).
We could idso vary other details of the bounded-context. design, as long as we retain the
key feature: parsing rules mnst refer only to graunat ical symbols, not to parsing states.

2
To miake the mnnie point in reverse, the only evidence for the more powerful machinery of

*;'. a hold cell or 's1slid" categories seenms to be the ability to parse utboutnded dependen-
cis . 1311t if this Call be explained without. resort to such niarhinery, then this leaves its
". juilication uiictablished.
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Sinmilarly. Fodor "stipulates" that at grainmar allows uixaciinery l)Cyoid bamic X
categories, and t hat. the( parsAer iciddes; backt racking as a Atandiird feature. The
question is how iatural these stipulations are. lit fact, in Govvrinment-Binding
theory. the rule Move o does not have variables (Chonisky 1977, 1981 is quite
expihcit oil this point). Deletions, oin tite other hand, call have variables., hilt
this is not relevanit for parsing b~ecause deletionis are locally uniamibiguious (See
the( Previous section Oil Gapping and Berwick and Weinberg (1984)).

Beyonid this quiestion oif bouiided-cciitext parsing, Fodor tOen goes oil to
queistioni our division of parsiing into two stages at all. She again clainis that we
violate our own criterion of transparency and that such a division is iiot needed
on1 g4rounds of efficiency.

Thle efficiency counterargumnent. at least in oiie forin that Fodlor gives, goes
something like this. Our second stage p~rocedure that coutputes referenmtial
dependencies-- that John ando he nmay denote the samne personl in sentences Eike
this:

Johni believes that Fred thinks that Site said that hmei is smart.

Since this procedure, whatever it is, ust be able to searc unbounded
domains, why not just let it do the job of searching for the(- antecedent of a wh
phrase? Alternat ively, why not j ust fold the two. taes together, combining both
jobs into one? lin effect, Fodor wants to "multiply out" the two representational
levels we have distinguished into a single one because this is mnore ellicient. 30

S in(-e Fodor elsewhere (Crain and~ Fodor 1984) has herself argued for the
* coniptitatioual benefits of noninoduflar representations, it is worthwhile to see

just what is at stake here. Fodor's support for nnnoduhlarity is surprising.
First of Al front the stantdpoint of coniptiter sciemice generally, it cuts against
the grain of A that is known about thme efficient solution of compllex problems.
(See, e.g., standard works. oi algorithmns, such as Knuth, 1973; Alto, Hopcroft
and Ufllman, 1974.) Second, the key point is that for modularity to work the

distinict levels should have different representational properties, because each
* 1is lesigmied to highlight different aspects of the samec problem. This is the

s4m*(e of thme p~ower behinud the idea of two levels of reptc.,entation, words; and

ph llrases. It is ea sier to state thme facts a.about agreement if we use Nolun Phrases
will Verb Phrases rather thanm simple words, because then we have just two
simple representational units adjacent to one arother (NP' next to VP). In fact,
a simple finite-state automaton suffices%, given that the phirases are constructed
first. Similarly. there are facts about language that are more eas4ily stated in
terms of a linear arrangemnent of words - e.g.. that a Deterrminer precetles a Head
Nounm. and may agree with it. This (oversimplified) factored rep~resentation

3 0 At tirrnes, Fodor muggests jupt the opposite, as when she proposes that the first and second
State ou ,,ght toe divide Com pttatijonal labor 1 artweent theii: "the first st age device mright
AIi~ onl the serolid-stage (I1viei. to d~o the atitecredtmt check prior to trace postulation. This

nsight, caldl for Ai Slightly moore compijliated rom-itic to piss control Nick amid forth between
the two, but the labor tsved could very well commihensmte." (Fodor, p~age 43)
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can be modeled as a cascade of finite-state transducers, where the first level
system, that of words, builds a phrasal representation mid feeds the second
level. Is it poss;ible to collapse these two levels into one? Yes: one can "multiply
out" all combinations of words ail eliminate the phrasal level, by forming the
product of the two finite-state mnachines representing each level (see Ierwick
1982). However, it does not make mnse to collapse these two levels into one.
The collapsed relresentation is nmvch larger, because all possible combinations
of constraints, previously independently expressed at each level, are now written
out explicitly. The resulting systeni is nuich larger. In general, if the constraints
on one level can be expremsed by a machine of size n, and the constraints On

a second level can be expressed by a machine of size m, then the collapsed
* iUltchine could be of size nm.31 In fact, this is one traditional argument for

a multiple-levels view of language, as initially expressed in Chomsky's Logical
Structure of Linguistic Theory. There are two computational advantages to the
"modular view: one, just mentioned, is that the resulting system is easier to
learn, if we equate smnaller size with eAsier learning; the second is that we can

L. design computational procedures tailored to work with the specific formats of
each level.

This is exactly what we aimed for in our two-stage model. Each level has a
different representation that highlights different aspects of the computation of
lingtistic structure, and each is designed to ease the computation of properties
relevant to that level. The first level deals with questions of how to. build a

*- Y.~ tree, md uses notions like dominate, precede. For exanple, in the sentence

example we gave just above we expand the tree in exactly the same way no
matter whether he is bound to Fred or whether it is a free pronoun bound to a
discourse NP that occurred much earlier. This contrasts with cases governed by
Subjacency. The presence or absence of an antecedent tells us how to expand
the tree we are building. If there is anl antecedent in the structure and a verb
that selects or subcategorises for an NP, we create a trace slot in the phrase
structure; otherwise, we do not. Tis is a decision about tree structure.

Roughly speaking, referential dependencies cm cut across sentences and
involve all the objects mentioned in a discourse-plainly outside the purview
of sentence tree predicates. Secondly, referential dependencies are calculated

oil a different representational base from phrase structure, just as Subject-Verb
agreement is calculated at the level of phrases rather than words.

What would happen if we tried to collapse the referential dependency calcu-
lation together with tree-building is exactly what would happen if we tried to
comn-nte Subject-Verb agreement at thle level of words. As we show in our book
(Berwick ad Weinberg 1984), our first stage procedure works in linear time,
in time en, where c is a constant depending on the size of the output phrasal
structure md the size of the graimiar, and n the length of input sentences.

3s Fr more realistic representational formats, e.g., context-free gramnmars, the savings can be
even larger. Sz.e Berwick 1082 for details. Sec the next section for additional comnnents on
this problem asnd grairunar rise.
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The search for referential ante'edents woul now have to look at a represen-
tation definedl over complex tree shap(.A, including many irrelevant structures.
We note in our book that in the worst case, this woul increase analysis time
to kn 2 , where n is the length of the input se]ttence, antd k is some constant
that depends on the size of the phritse dh-cription. It is alreadly apparent that
pronoun refer(eutial dependency can extend arross sentences. It is also apparent
that this computation can be nonlinear: consider the laborious calculation that
seemns to occur when olne uses a p)ronolun whose antecedent lies mnany senttences

behind int a discourse. What Fodor wants to do by combining these two steps
is make the first stage procedure nonlinear as well. But as site herself notes
(page 68: "inl general, linear time parsing is surely just what at Hodel of the

_o.=" hum~an sen~tence processqintg ntclhmisin should aiin for"), this woul have the
-. " unfortunatte effect of making the construction of tree structure for single sen-
".'. hences potentially nonlinear. We wmit to avoid this. We would like to recover

the right tree structure in linear time, even if the pronoun itecedents are not
in place. Note that there is much we cant interpret about a wtmtentce if we have

.. its correct phrase structure, even if we do not knowv that he is dependent on an
I.' - earlier NP. Fodor's collapsed scheme in e'ffect forces the machine to stop and
' • wait for the right witeredent calculations to complete before plunging on. $

,' "- By fac toring apart the stages of tree-construc tion mid referential dependency

' " . calculation, we gain at the second stag~e as well because the size of the Structures
~~the search procedure works over can be made smaller. That is, instead of -

running our procedure inl time t'n2 , where c is large, we can run it in time
k.' n , where k is it short list of NPs. Am we noted in our book, this is a difficult

r.', .- argument to make bcause in most cases sentences are short. But let us se what
ii- it means4 in detail. The second-stage reprcmutation includes shunted predicates
e. and NPs. It L.t a simple matter to take this propositional representation and

build it fiite-state transducer (standing for a homoniorphism) that projects just
-. the NPs from this second list. We may imagine this projected bag of NPs to
"-'i be the disc ourse NPs for this sentence; it coul include, perhaps, the NPs for
"-"previous %entences -- but just NPs. It is because we have now isolated these,

iuii!- on)I a separate level that the search for referential dependents is easier. No

"°.C

"- other units stand in the way of it direct search through the NP fist. hit mostTheas, there will re only a few N ts to look at. Note that tlis method only works

. btiaue we have ot up the first stage. to buil just the right structured list so

as to provide the right NPs to look through. Further, in those cases where

the lst is large, we expect to find nonlinear proc en g diiculty - informally
. at cast, preisly what seems o t hase denthere are dmy potential NP

antecedents. is

.,One ctou design a pipelined" scheine where a second-Stae refereutuA y depend tency cslcu-
lation works off the input from a first-tage device. B t this l just our two-st e mdel in

Inanother guise.

theVignt it, a linearr list e thin kin, if log enough and if it ioloued dooed NPs, rnight
.tue lineur time to search for any sitgle NP. Of course, there are other possbift, since

t%tb
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To summnarize., we argue that isolat ing the referentiad dependency calculation
in this way pinpoints mi importmit functional distinction between building tree
structure uid referential dependency. Tree constructioun is fast (linear time, and,
in fact, realtime if one exaliInes our procedure in detail): each phrase is built in
a bounded ainount of tinme; coindexing (or referential dependency calculation)
does not interfere with this, for it can be nonlinear. Fodor's proposed one-stage
model, because it interweaves thes functionaly distinct processes, slows both
down.

3.3 Another source for locality principles?

Finally, Fodor contends that locality principles could be motivated in a CPSG-
type theory, both on grounds of easy lar.ability, and--another point that we
ourselves note - -on grounds of learnability:

This negative result does not mean that subjacency could not be
functionally grounded in a CPSC. As chapter 3 observed, there are
many possible "functional" constraints that could have played a role
in the shaping of language. Foremost among thesw, at least tradi-

tionally, is learnability. (Berwick and Weinberg 1984:166)

Fodor makes two specific proposals idong these lines, one for parsability, and
one for parsability/learnability. Let's take each in turn.

Consider first her argument that a GPSG parser would benefit from locality
constraints resolved by context on the right, in sentences such as Who did you
help ... , where the parser must decide wheth r to insert a trace after help
or keep going so that the trace will appear in some lower complement. But
once again, this constraint just doesn't matter under the true nondeterininistic
model. Advocates of GPSG often cite the parsing results for general context-free
grammars as evidence that such a systerm will work efficiently. But then, Fodor's
demand for constraints on context become more mysterious. Suppose one uses
Earley's parser for context-free grammars. This is one standard algorithm on
which the efficiency results for generalized phrase structure grammar are often
lba~wd. Then all parses are kept in Imralle], and there's no problem at all: both
alternatives are carried along, and when the problematic gap appears or fails to
appear, one of the possibilities fidls by the wayside. There is no reason that the
locality constraint must exist. The point is not that the GPSG parser cannot

be mude to benefit from a locality constraint but that it doesn't need to benefit
from a locality constraint in the right-context situation."

not much is known about. the representation of semantic structures. For example, it could
be that such NP@ can be accessed in constant time, tip to a certain memry limit- as if one
couli instwntly remember the last 10 things mentioned. If so, then processing difficulties
might not show up on slhort sentences. Like so many other detils about processing, this
one hinges on reprsexutatiounal questions that we cannot answer in detail as yet.

34 AItentatively, one could dispense with the Earley algorithm and come up with mane other
parsing algorithm for these systems. But then it remains to establish that this alternative
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What about our trace-based parser, then? Why can't we adld simiilar par-
allelism aid thus avoid the need for a locality constraint? Remiemiber that our
parser design does not have complex categories such as S/NP, VP/NP, and so
on; it can use just tlic unalloyed categories p~rovided by i theory. It does not
use a bold cell, or any other special memory. G~iven theme trasparency conl-
straints, it is interesting that while truc nondetcrninisnm will mzake a locality

- cnstaint for right-disanib~iguating contexts superfluous, it Atually le-ave thie

demniud for Subjacency unscathed. Consider what happens if we had a true
nojideteriniitic, trace-b~ased atudaysis of sentences such ats, What (lid Mary1 say
.. that Johan atc?. Note that the analysis is completely dletermuined up to the
point that the "yap" after cat is encountered. That is, the parser is not car-
rying along two auialyses at this point, ats it is in the right-context case. At
atc the parser takes the nondeteruninistic solution: it writes out one parse with
the trace inserted, and one with it niot inserted. But now what? The sentence
ends. No additional information is forthcoing, and yct there are still two vi-
able analyses of the sentence. One of these is grammatical (where the trace is

* inserted) and the other Is not. ambiguous. Bint the sentence is not interpreted
as having two analyses, oiie grammatical, one not. Therc is no evident way to
force the other reading out. Thus, the nondeteruninistic analysis actually makes
things worse here: it yields two candidate interpretations when only one will
suffice. To resolve these, we must now rescan the output analysis tree, to pick -

up whether a wh was presenlt-adding to the computational cost. 1tight-context
won't help us here, because there is no right-context. But there's no evidence
that this reanalysis occurs, or that such a sentence is hard to process. We con-
cdude that nondleterniinism does not help us if we have only the categories S,
NP, VP, etc. and no Subjacency ; on the contrary, it hurts. Thtus, Subjacency
is still predicted in our mtodel, unlike Fodor's. Note that this is quite unlike
thc riglat-disatmbiguating context case, where pursuing alternatives in parallel
allowed um to hold off makting at decision until information becamte available.

What about tite secondl proposal, about learning? Just before her conclusion,
Fodor suggests thait a CPSC system might need locality constraints to make its
rule system srmaller, hence more easily parsalde, ad, as suggested inl tile other
papers where she has advanced this proposal (Fodor 1984) miore learniable.

In the absence of any details about just how easy or hard it is to parse a
full-scale (derived rule system, it is difficult to judge this proposal. We must
first emnphasize that Fodor here is talking about a grammar that explicitly lists
possible phrase structure patterns rule by rule. This is rather different from the

cretGPSC framujework thiat represenjts a grammnar via a set of dominance andl
precedence statements- (ID/LP formiat) for batsic imhrtsi relationships, impJlic^-
tiomial statements to encode feature redumndancies, mnd netarules to account for

systeiaticities like active-jpassive sentences (Gaydar, Klein, Pulluni, and Sag,
1985). What one finlds is that inl any reasonably full-scale granmar, for, say,

parsing inethod--wIhatcvr Itit-i efficient. Fodor does not offer a concretec alternative.
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English, the explicit rule system i:4 ao large that there's only marginal gain in
"reducing" the size of an explicit rule system in the manner Fodor suggests.
This is b(cau.ts the reduction iq miiscisde compared to the total overall size of
the rule systenis themselves. Let's see why this is go.

To begin, we must be precise. Since Fodor warets to make an argument about
improving )arsing eificiency hy reducing grammar size, let us define grunmar
siz, 1C.1, a the total number of synb~ols in the grammar accessed for parsing.

* This is the stautdard measure. (See. Earley 1068 for discussion.) We do not
wait to use the total nmler of individld rtdes of the grammar, becanse this
woulti weight against rule systens with "short" rules (e.g., A--.BC; 1B-.DEF as
opl)054d to A-*DEFC).

-wt is now comipare the grainnar size of an explicit phrase structure rule
,vs cmi that allows a one-S extraction constraint vs. (ne that allows extraction

across three S's. Elsewhere (Fodor 1984), Fodor has suggested this as an exam-
pile of the benefits of constraints: the tighter the constraints on extraction, the
fcwer the rules. While this is literally trite, the problem is that such a gram-

mar is already so large that any minor effect imposed by one new constraint is
swamped out.

It is of course quite difficldt to know what the "true" grammar size for
such a system is, because we do not know what the "trie" grammar of any
natural language is, even of English. However, we can say this much: any such
explicit rule system must have a rule for every possible surface phrase structure
pattern. How many such patterns are there? Perhaps the most systematic study
of such patterns has ben carried out in the context of Sager's work (1981).

For instance, hlobb s (1974) estimates that a subpart of the Sager granmar,
whent expanded out into a context-free form, would be "about several orders
of mnagnitude larger" than the 200 productions amid 300 context restrictions it
contains in context-sensitive form (1074:132). That is, the expanded graumar
size would be have about 20,000 60,000 contxt-free rules .s We take this as a
fairly conservative estimate of the number of explicit, rule-by-rule descriptions
of pfhra.e structure patterns in English."

The Earley algorithm runs in time at most IGI'n s , where n is the sentence
length in tokens. That, is, using the Earley algorithm with a fidly-expanded,

"'The initial grannar's productions are in Chomuky normal form, and therefore have a sine of
3 per production. Thus the initial grammar ese is about O0, with 300 context restrictions.

tm
Note that most grammatical descriptions that appear in the computational literature in

faw.t describe only small fragments of natural languages-q(uite reasonably, since they are

often designed to ilhntrate one or another theoretical point, or work within a sublangmage
that Perves sme functional cud (like database retrieval); they are not designed for broad
coverage. For instance, the example GPSG system describ d by Gawron, King, LaInping,
Loehner, Paulson, Pullum, Sag, anti Waviow, 1082 for database retrieval ham an expanded

V granuicar sixe of am ot |5(A 18M (1082:77), bit does not include many entence types and
restrictions of the Sager graunmnar. For instance, appositives anl senteuce adjuncts of many
dilfvrent typs sire not included (Ltte id Mke knww tat...; WAtever pm ap, the m, &t ver

*' gamne jswa ot sa siestenle, i ... )
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explicit rule system for English, the runing time would be at worst 1.6 x
10n 3 , or about a billion xn 3 . The result is that any change brought about by
introducing a constraint on extraction across one S rather than, say, three, is
irrelevant. The base grammar with three-S extraction will need two or three
extra nontcrninal synhols, in ordex to "count" how many S's have been crossed
(S1 , S2 , S). Suppose this adds 50 new rul.. What happens to parsing time?
It is "exploded" from 1.5 billion n3 to 2.4 billion n3 - an increase, to be sure,
but one that cannot possibly matter, because the constant factor is already so
large.

We do not mean to take this as a serious calculation; it is quite speculative.
However, the qualititative point still stands. This exercise is smnply designed
to demonstrate that an explicit rule system doesn't exhibit the right kind of
demarcation between one and more than one that is Po characteristic of natural
languges. Details about graunmar size aside, if extraction across two domains
does niot letal to a procesing burden, then it is hard to say why three rather than
four or ive domains does. Any system grounded on explicit phrase structure
rules does not naturally distinguish between a locality condition that acts over,
say, three domains and one that acts over a single domain. We just saw that there
could be no relevant difference for parsing, or for learning (if we equate size of
rule system with difficulty of learning). But we suspect that this simply misses

*"" an important property of natural grammars: namely, that they do not have
"counting" predicates that distinguish between two or three, or 17 domains.
This is evidently a property of grammars generally, and has some power in
explaining the metrical structure of phonological rule systems (see Halle and
Vergnaud forthcoming 1985). But why do grammars have this property? If we
assmiune that rule systems are written in a derived fashion, as Fodor insists, then
there is no reason for it. A granimar that counts to 16 is just as easily parsed
and just as exsily learned as one that does not.

Suppose, in contrast, that there are no phrase structure rules-no explicit
" derived rules at idl. Instead, suppose that there are just individual lexical items

and their feature projections (as defined by X theory), plus the movement rules
and constraints defined by GD theory. Now there cannot be any rule of grammar
that cuts across just three S domains. Individual lexical items cat subcategorize
for single S's, and hence build phrases consisting of ajaent S domains. Since
movement can apply, we can move elements across these domains. Cyclicity
(iteration of this process) leads to superficially unbounded movement. But no
other constraints can even be stated. The vocabulary for writing down grammars
cannot refer to phrase. structure rules, and s) cannot write down a chain of
three S expaisions to allow extraction across three S's but not four. As we
observed in our book, either free (unbounded) movement is possible, or else
movement acros a single category is blocked; nothing in between is allowed.
This result - the noncounting evidently true of natural grammars -follow from
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the nonexistence of derived phrase structure rulcmA T

Of course, uondeteninim atd the flexibility allowed in writing derived
gramnars leaves open many possibilities. As we have seen, this is exactly what
is wrong with a weak set of hypotheses: it leaves open too many avenues to
explore. As we said at the outset, we prefes to tackle the problem head on,
by mlopting strong constraints that lead to interesting predictions and expla-
nations of why naturzl grmmnars are built the way they are, giving up those
constratints only when abmlutely necessary. So far, we've been encouraged by
the results. Our predictious about hcality principles, suitahly revi.sed, hold up.
Our modular design leads to testable hypotheses about the role of c-command
in language procemsing, now being probed (Weinberg and Garrett, forthcom-

. ing). Our transparency assumption leads to noncounting gramnars. We see no
reason to abandon the chase now, when we have come so far.

o.

Vm As far as we can tell, thin property also holds in current OPSG frameworks that avoid
explicit phrase structure ndes and use subcategoria tion amid ID/LP otatemeata instead
to define a set of admissible phrase structures. Thus thi versioa of GPSG als obeys
Doucounting.
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